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ABSTRACT
Large language models (LLMs) stand to reshape traditional meth-
ods of working with data. While LLMs unlock new and potentially
useful ways of interfacing with data, their use in research processes
requires methodological and critical evaluation. In this workshop,
we seek to gather a community of HCI researchers interested in
navigating the responsible integration of LLMs into data work: data
collection, processing, and analysis.We aim to create an understand-
ing of how LLMs are being used to work with data in HCI research,
and document the early challenges and concerns that have arisen.
Together, we will outline a research agenda on using LLMs as re-
search tools to work with data by defining the open empirical and
ethical evaluation questions and thus contribute to setting norms
in the community. We believe CHI to be the ideal place to address
these questions due to the methodologically diverse researcher at-
tendees, the prevalence of HCI research on human interaction with
new computing and data paradigms, and the community’s sense of
ethics and care. Insights from this forum can contribute to other
research communities grappling with related questions.
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1 INTRODUCTION
Many scientific fields today are grappling with the changes recent
advances in large language models (LLMs) have introduced to re-
search methodology. LLMs are being used as computational tools
with new interfaces and abilities for working with data, including
for data collection, synthesis, and sensemaking. LLMs are being
used to aid with typical research methods in HCI like surveys, user
studies, and interviews: these models have been used to simulate
data [22, 23, 32], facilitate qualitative coding and perform thematic
analysis [14, 18, 47], and even conduct interviews [12]. However,
the rate at which LLMs have been adopted as research tools to work
with data—both inside and outside our research community—has
outpaced our understanding of the empirical and ethical appropri-
ateness of these tools to conduct these research tasks.

We propose a workshop to convene researchers at CHI to set
the agenda for the use of LLMs as tools for working with data. We
believe the CHI community to be a key venue to facilitate these
far-reaching conversations. First, CHI is uniquely poised as a com-
munity that equally values qualitative, quantitative, and mixed
methods work [8]. With LLMs, the distinction between qualitative
and quantitative work may become blurred: for example, LLMs
can scale qualitative codebooks, and conversely enable more nu-
anced labeling of large-scale datasets. We need insights from an
interdisciplinary community to bring these perspectives together
(e.g. [6]). Second, as the foremost conference that studies the inter-
face of humans and computing, including in research environments
(e.g. [31, 37, 51, 52]), CHI is a natural fit to explore how these tech-
nologies do and should affect humans doing data work. Third, CHI
is a community that deeply considers the societal and ethical im-
plications of technology. This ethical bent is paramount, since the
data, representation, and privacy issues of LLMs make their use
in methods ethically complex. Insights from this workshop can be
useful beyond HCI to every community grappling with issues of
data work with LLMs at this moment (e.g. [4, 50]).

We solicit participation in this workshop from academic and
industry practitioners in the CHI community who are interested in
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conducting data collection and sensemaking work that leverages
LLMs as part of their methodology. We will welcome descriptions
of research projects that have incorporated LLMs in their data
collection and sensemaking workflows, speculative works on ap-
plications of LLMs to HCI research methods, and reflections and
recommendations on the empirical or ethical evaluations of these
tools in data work.

This workshop will be organized around three main objectives:
(1) Bring the community together to discuss, reflect, and share

ongoing applications and challenges of using LLMs to work
with data in HCI research

(2) Discuss options for establishingmethodological validitywhen
using LLMs to work with data in HCI research

(3) Discuss the primary critical and ethical questions regarding
the use of LLMs to work with data in HCI research

After the workshop, we will publish a report that synthesizes the
discussion and outlines a broad research agenda for the empirically
and ethically sound use of LLMs in data collection, processing, and
analysis in HCI research.

2 DATAWORK IN HCI
Much of HCI research involves working with some kind of data as
part of the research process. Data work has been defined as “any
human activity related to creating, collecting, managing, curating,
analyzing, interpreting, and communicating data” [7]. In this work-
shop, we will consider the data work of interest to be data collection,
data processing, and data analysis. We describe how these stages
of data work intersect with HCI methods and LLM use.

LLMs already play a role in many stages of the data collection
process, including synthesis of research data. In HCI research, data
collection may involve running interview studies, deploying sur-
veys, or collecting a relevant corpus to answer a research question.
Researchers are exploring the use of synthetically generated data
as part of research studies [2, 22, 43]. Researchers have also found
that even if the judgments of real human crowdworkers are sought,
crowdworkers are overwhelmingly using LLMs when answering
researcher prompts [44]. These developments necessitate a deeper
understanding of how to collect data using LLMs, and understand
data produced by LLMs as research artifacts.

The data sensemaking process, which includes data process-
ing and analysis, also has the potential to be transformed through
the emerging use of LLMs to conduct research. Studies have al-
ready shown that LLMs can be successfully deployed to annotate
data [15, 20, 36, 42] and facilitate human collaboration during the
qualitative coding process [2]. LLM-generated explanations in open-
ended generation tasks like FLUTE sometimes even exceed those
produced by humans, which have previously been the gold stan-
dard [50]. Past work shows LLMs’ ability to summarize dialog [17]
and conversations [48], demonstrating their potential use as part of
interview data analysis. The interactive capabilities of LLMs could
even help researchers interact with their data in new, unstructured
ways that lead to insight [19]. These recent developments all point
to the promising but understudied emerging use of LLMs in data
sensemaking work relevant to HCI research.

In the first part of the workshop, we will seek to characterize
LLM use in HCI data work so far:

• How are HCI researchers using LLMs in their data work
today?

• What does the use of LLMs in data work enable researchers
to do?

• What are the challenges being encountered when trying to
use LLMs in data work?

• How do applications of LLMs to data work differ for qualita-
tive and quantitative research? Where do they blur?

• What are some potential future uses of LLMs in qualitative
and quantitative HCI data work?

3 EMPIRICAL AND ETHICAL EVALUATIONS
OF DATAWORKWITH LLMS

As the usage of LLMs in data work for HCI research proliferates,
we need to ensure we have accurate, consistent, and agreed-upon
ways to assess the reliability and validity of such methods. The
application of specific research techniques often requires abiding
by community norms for evaluation and agreement. For exam-
ple, applying a codebook reliably to data often necessitates some
proof of interrater reliability, which can be assessed using accepted
metrics such as Cohen’s Kappa [28]. Solving a similar problem,
the domain of natural language processing has developed specific
benchmarks for datasets which allows for the consistent evaluation
of new models (e.g. superGLUE [46]; SQUAD [34]). Prior work has
synthesized existing approaches for evaluation of qualitative data
labels in HCI [27, 49], and others have looked at strategies to inte-
grate crowdworkers labels into HCI data flows [24, 45]. However, it
is not a given that these same methods for ensuring validity transfer
over when using LLMs to perform a task.

There are specific validity issues that arise when applying LLMs
to research tasks. For example, LLMs can be sensitive to even small
changes in a prompt, and may not provide deterministic answers.
These can pose a challenge to objective, over-time evaluation of the
performance or suitability of an LLM to a task [30]. Additionally,
LLMs are prone to unpredictable hallucinations, which may have a
marked impact on the validity of some methods, but not on others.
Finally, the most used LLMs currently are proprietary, which se-
verely limits the ability of researchers to validate the training data,
understand their mechanisms, or replicate results.

In the workshop, we will consider issues around methodological
evaluations:

• Does using LLMs for annotation produce similar results as
humanswho do the annotation?Which humans?Howwould
we evaluate this?

• What could be lost for qualitative research and researcher
insight if we use LLMs for tasks previously done exclusively
by researchers?

• What should we use as a gold standard of accuracy? How
can we evaluate the accuracy for the tools built with LLMs
for labeling subjective tasks like qualitative data?

• Is explainability important for building trust in LLM judg-
ments about data? How should we build “appropriate” trust
and reliance between researchers and LLMs?

• How will we address replicability issues if LLMs are used in
data work, but closed-source models may be prone to change,
with a potential effect on results?
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The second domain for evaluation we will consider in this work-
shop is ethical evaluation when using LLMs for HCI data work. As
such, this workshop will engage the perspective of researchers who
have experience working on fairness, bias, privacy, and ethics in
HCI and related spaces. Discussing ethical concerns is particularly
salient since many university ethics boards have not yet presented
a cohesive strategy for ethical use of LLMs in university research.

One major ethical area to consider is the issue of representational
bias in language models, but also in the current gold standard of
datasets. Machine learning models can inherit biases from their
training data [13] or reflect discrimination that exists in societal
contexts [9]. They may represent a specific viewpoint, as assess-
ments have found that LLMs are most representative of Western
societies and beliefs [3], which may perpetuate bias and discrimina-
tion if used in research. On the other hand, while human labelers
and researchers are often the gold standard in evaluating accuracy,
humans themselves are biased and may entrench an individual’s
point of view or structural biases [38]. The LLM-human coder trade-
off is anything but clear; for example, Gao et al. show that though
AI-powered coding assistance improves inter annotator agreement,
it may decrease the diversity of codes.

There are many other potential issues of concern with ethical
use of LLMs in HCI data work. For example, do participants have to
provide consent for analyzing their data through LLM tools, partic-
ularly when these tools are proprietary? This issue is particularly
salient for vulnerable or marginalized communities who rely on
researchers to responsibly represent their experiences [11, 35, 39].
There is also potential for intellectual property concerns to arise,
particularly when LLMs significantly contribute to research find-
ings [26]. Additionally, LLMs such as ChatGPT are also available
only through cloud-based interfaces, which may produce unaccept-
able risks for private and proprietary data.

On the issue of critical and ethical evaluation, we will consider
questions including:

• What privacy issues may arise for sensitive participant data
if used in an LLM-powered toolkit?

• How can we tackle representation hazards presented by
using tools that represent people differentially, including
WEIRD data, or are prone to liberal beliefs and stereotypes?

• Are there certain domains where the use of LLMs for data
work is more acceptable than others (for example, healthcare
or law enforcement)?

• Are there contexts in which the risks outweigh the benefits,
or the benefits outweigh the risks of using LLMs in data
work for HCI?

• To what extent are ethical issues addressed through the use
of open-source LLMs in these tasks? Are there new ethical
issues that arise when using open-source LLMs as opposed
to closed-source models?

• Can LLMs make analysis accessible to new kinds of re-
searchers in ways that improve diversity in the research
community by making some kinds of analysis easier?

4 PREVIOUS WORKSHOPS
There have been many workshops at CHI that have tackled the
subject of AI more broadly, most recently [5, 16, 41]. In the last

two years, the GenAICHI workshop has gathered a community
around questions of how to study generative AI through the lens
of HCI research [29]. Another relevant workshop is the 2023 work-
shop which considered the implications of AI-driven interactive
writing assistants [10]. These two workshops focused on how HCI
researchers can study new tools enabled by generative AI and LLMs.

In this “LLMs as Research Tools” workshop, we ask not how
we can study new systems, but how to make sense of the ways
that new systems impact existing methods of data collection and
sensemaking in our field. Research methods and HCI data work has
been a topic of interest for prior CHI workshops (e.g. [1, 25, 33]),
but this workshop would be the first that seeks to map and evaluate
how LLMs may be used for data work in HCI. Highlighting the
timeliness and need for this space to set norms, a recently-published
CSCW 2023 SIG also engages with similar topics [40].

5 ORGANIZERS
The workshop organizing team is a mix of researchers of varying
seniority across seven institutions and three countries. The orga-
nizers are all active researchers in the areas of HCI, generative AI
and LLMs, or AI ethics.

• Marianne Aubin Le Quéré is an Information Science PhD
Candidate at Cornell Tech. In her work, she uses text-as-
data methods to understand how technological innovations
impact digital news consumption. She has studied the impact
of AI on the news industry, performed studies that leverage
LLMs for qualitative coding, and is interested to understand
how HCI analysis standards may be shifted through the use
of emergent LLMs.

• Hope Schroeder (she/her) is a PhD student at the MIT
Center for Constructive Communication and MITMedia Lab.
She studies natural language processing and computational
social science methods for making sense of the information
ecosystem and in small group discourse. She is interested
in how advances in generative models affect methods of
investigating communication and interpersonal connection.

• Casey Randazzo (she/her) is a Ph.D. candidate at the School
of Communication and Information at Rutgers University.
Casey focuses on the role of computer-mediated commu-
nication in recovery from individual and community-wide
trauma. By investigating these areas, Casey promotes the
implementation and adoption of trauma-informed HCI prin-
ciples in platform design and research methodologies. Her
efforts aim to prevent retraumatization and ensure that users’
voices are accurately and empathetically represented in the
data.

• Gao Jie (she/her) is a Ph.D. candidate at the Singapore Uni-
versity of Technology and Design in Singapore. Her research
during the PhD explores the use of AI and LLMs to en-
hance HCI research methodologies, particularly qualitative
analysis; understanding the trust and reliance challenges in
human-AI interactions. Her goal is to improve human-AI
collaboration using AI and LLMs and to deepen insights into
how humans and AI interact.
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• Ziv Epstein is a Postdoctoral Fellow at the Stanford Institute
for Human-Centered AI. His research focuses on translat-
ing insights from design and the social sciences into the
development of sociotechnical systems such as generative
AI and social media platforms. Ziv has published papers in
venues such as the general interest journals Nature, Science
and PNAS , as well as top-tier computer science proceedings
such as CHI and CSCW.

• Simon T. Perrault is an Assistant Professor at the Singa-
pore University of Technology and Design in Singapore. His
research lately leverages Large Language Models for self-
reflection, detecting misinformation and as a support for
researchers performing collaborative qualitative coding. He
obtained his PhD degree in computer science from Tele-
com ParisTech (now Institut Polytechnique, France) in 2013.
Prior to joining SUTD, he was a Visiting Professor at the
Korean Advanced Institute of Science and Technology (Ko-
rea), Assistant Professor at Yale-NUS College (Singapore) and
Postdoctoral Fellow at the National University of Singapore.

• David Mimno is an Associate Professor in the department
of Information Science at Cornell University who studies
new methods in natural language processing, computational
social science, and digital humanities. He holds a PhD from
UMass Amherst and was previously the head programmer
at the Perseus Project at Tufts and a researcher at Princeton
University. He has been a key organizer for events that center
data work and AI tools, including the Text as Data conference
2022 and the ICML workshop on Generative AI and Law
2023.

• Louise Barkhuus is a Visiting Professor at Rutgers univer-
sity and a Professor at the IT University of Copenhagen. She
studies how people interact withmobile devices, in particular
location based services, and how privacy can be preserved
through better design. Her approach to AI data analysis is
from a qualitative perspective, where she critically approach
new analysis methods. Her future approach is a focus on
sensor data as part of AI input.

• Hanlin Li is an Assistant Professor at UT Austin. Her re-
search aims to inform policy and design interventions to
incentivize responsible data collection and use. She exam-
ines the societal and economic impact of data generated
by the public, from rating data to social media comments.
Her work sits at the intersection of data governance and
human-computer interaction.

6 HYBRID WORKSHOP AND
ASYNCHRONOUS ENGAGEMENT

We are planning to support a hybrid workshop. Due to difficulties in
obtaining visas for travel, funding constraints, and ethical concerns
about attending CHI in Hawaii [21], we anticipate that people may
wish to participate remotely. Since Hawaii is in a different timezone
than many attendees at home, we will have two optional 2-hour
events in the week prior to the workshop. These will happen at
different times to be as inclusive of diverse timezones as possible.
These will cover the same general topics as the main workshop, in a

condensed format, and leverage breakout rooms to encourage atten-
dees to get to know each other. Optionally, remote attendees may
also choose to participate in the live workshop synchronously to
the in-person attendees. We will leverage Zoom and A/V equipment
to stream the in-person talks to remote attendees, and call upon
remote attendees in the group sharing sessions. Exact details may
be adjusted depending on the total number, geographic distribution,
and amount of interest from remote participants.

Wewill use thewebsite as a central hub for asynchronous engage-
ment. With author permission, paper submissions will be published
either on ArXiv or on the workshop website. With speaker con-
sent, all talks will be recorded, transcribed, and made available on
the website for access after the workshop. For continued engage-
ment after the workshop, we will set up a specific channel in the
conference Slack/Discord or set up a fully separate Slack/Discover
channel.

7 WORKSHOP ACTIVITIES
7.1 Pre-workshop Plans
Prior to the workshop, the committee will focus on advertising,
reviewing proposals, and connecting workshop attendees. The
workshop website (https://sites.google.com/view/llmsindatawork)
will house key information like the CfP deadlines, schedules, and
accepted proposals. We will reach out to potential participants
through listservs, social media, personal networks, and events. We
feel that the workshop topic is timely and will appeal to many
participants.

To field proposals to the workshop, we will have the four or-
ganizing PhD students overseeing the review process. Between
the organizing PhD students, we hope to get two reviewers per
submission, and accept papers such that we can hold a workshop
of 30-40 people. Submissions will be discussed with the full orga-
nizing committee before participants will be invited to participate.
We will select submissions based on how well the submissions can
contribute towards the stated aims of the workshop. We will also
balance coverage of attendees between qualitative and quantitative
researchers, those interested in ethical or empirical evaluations,
and junior and more senior researchers.

7.2 Workshop Structure
The workshop will roughly be divided into three key parts. The
morning session will be devoted to mapping current and future
approaches and challenges to integrating LLMs into HCI data work.
The afternoon session will be split between discussing empirical
and ethical implications of LLMs being integrated into HCI data
work. Overall, we will hold talks when people arrive/come back
from lunch to encourage participants to have shared topics of con-
versations and set the tone for the workshop. Talks will be followed
by breakout discussions for workshop participants to share ideas
more informally and broadly with each other. A proposed workshop
schedule is shown in Table 1.

7.2.1 Morning Session: Applications and Challenges of LLMs in HCI
data work. The morning session will be structured around orienting
the community to ongoing and future potential efforts to integrate
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Title Description

9am - 9:45am
Introduction to the workshop and keynote
talk by a senior researcher on uses of LLMs
to conduct HCI data work

9:45am - 10:20am
Three 8-minute talks from invited workshop
participants (focused on applications and
challenges), with Q&A

10:20am - 10:45am Morning break

10:45am - 11:30am
Discussions among participants of
applications of LLMs to conduct HCI data
work and challenges encountered

11:30am - 11:45am Group sharing & discussion
11:45am - 1:15pm Break for lunch

1:15pm - 2pm
Four 8-minute talks from invited workshop
participants (2 about empirical topics,
2 about ethical topics), with Q&A

2pm - 2:45pm Discussions among participants of empirical
evaluations of LLMs to conduct data work

2:45pm - 3pm Group sharing & discussion
3pm - 3:30pm Afternoon break

3:30pm - 4:15pm
Discussions among participants of critical
and ethical issues that arise from the use
of LLMs to conduct HCI data work

4:15pm - 4:30pm Group sharing & discussion
4:30pm - 5pm Idea Synthesis & wrap-up
5pm - evening Optional Socializing

Table 1: Proposed Workshop Schedule

LLMs in HCI data work. We will conduct a general welcome, fol-
lowed by a 30-minute keynote talk by a senior researcher in the
field on the use of large language models in HCI data work. Keynote
speakers will be confirmed closer to the date of the workshop. This
will be followed by three, hand-selected invited speakers from the
participants. They will each be given 10 minutes to present, and
then the workshop organizers will moderate a brief Q&A with the
speakers. We will then go into a quick coffee break to allow partici-
pants to mingle with each other and start forming connections. For
the main discussion session, we will distribute participants to sit at
tables loosely organized by methodological area (which we will de-
rive from the workshop submissions). Participants will then discuss
their past, current, and future work in the field, and be encouraged
to think through some of the challenges they encountered. The
wrap-up session will serve to synthesize the discussion to make a
main list of the ways that LLMs can be applied to HCI data work.

7.2.2 Afternoon Session: Empirical and ethical evaluations of LLMs
in HCI data work. The afternoon session will be geared to help
participants think critically about how to evaluate the emergent
methods for using LLMs in HCI data work that were discussed in
the morning. Since empirical and critical evaluation are two distinct
(yet related) concepts, we will devote separate times to both of them
to ensure everyone engages with both. We will again invite selected
participants who are focused on evaluation-based topics/questions
to present their work and briefly moderate Q&A. Following these

talks, we will have one breakout session for discussion of empirical
evaluations of LLMs in data work, and one breakout session for
discussions of ethical evaluations of LLMs in data work. There will
be an afternoon break, and informal socializing after the workshop.
In the workshop wrap-up, we will recap the discussions that took
place throughout the day, and ask participants if they are interested
to write up a proposed “research agenda” together, which defines
the central open questions in the field.

8 POST-WORKSHOP PLANS
For our post-workshop plan, we will publish a summary of the
workshop discussions on the main website. Additionally, we antici-
pate that there is a space to publish a report to outline the research
agenda for data work with LLM-enabled tools in HCI. We will dis-
cuss these proposed outcomes at the end of the workshop with
participants. If there is sufficient interest, we will seek to publish
the agenda either as a public-facing report or as a submission for a
relevant journal.

9 CALL FOR PARTICIPATION
Broadly accessible large language models (LLMs) stand to funda-
mentally reshape the HCI community’s suite of methods for work-
ing with data. To date, LLM tools have already been used to facilitate
qualitative coding, perform thematic analysis, and even mediate
interviews or simulate user data. However, we lack a broader un-
derstanding of: 1) How LLM-based methods are being used to work
with data in HCI, 2) What empirical evaluation strategies are ac-
ceptable to the community for establishing validity of data work
conducted with LLMs, and 3) How to critically and ethically use
LLM methods in HCI research. The goal of this workshop is to
gather a community of researchers interested in these topics to
map current approaches as a community, documenting the chal-
lenges encountered, and norm-set in this rapidly evolving field.

For this hybrid CHI 2024 workshop, we invite junior and se-
nior academics, researchers, and practitioners to submit extended
abstracts or short papers. Interested participants should submit
a 2-4 page (not including references) proposal using the CHI Ex-
tended Abstracts format. We invite submissions including empirical
works-in-progress, research or research proposals, and provoca-
tions, critical approaches, or position papers. Broadly, paper topics
should relate to the use of LLMs to work with data in HCI, epistemic
validity and methodological evaluations, and/or critical and ethical
perspectives on the use of LLM methods in HCI research. One par-
ticipant from each submission must register for the workshop and
at least one day of the conference. Submissions will be published on
the workshop website. We welcome perspectives on applications, as
well as methodological and critical evaluation from researchers of
different methodological backgrounds, including NLP, qualitative
research, user research, and beyond.
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